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Abstract 

 
 

Ultrasound images modality is an imaging method using mechanical waves that can transmit through 

different materials like fluid, soft tissue and solids. Ultrasound machines use sound waves with frequency 

ranging between 2 to 15MHz. ultrasound tomography is an imaging method capable of producing slice 

images with high spatial resolution. This paper presents examinations of body obtained with the 

developed ultrasound tomography model. The studies use real biomedical data obtained from Mindray 

DC-3 ultrasound machine, which enables to obtain three-dimensional images in the same way as in the 

classical Computed Tomography (CT). The advantage of this method is that patients are not exposing to 

ionizing radiation. The system uses conventional ultrasound two-dimensional images, normal 2-D probe 

and tomographic reconstruction software in MATLAB. The image reconstruction is based on 

implementing Projection Code, Fourier Slice Theorem and Image Reconstruction Algorithms. The 

method enables to acquire a much larger amount of information and resolution. Based on the results 

obtained in this study, it is anticipated that ultrasound tomography may contribute to the creation of a 

new standard of diagnosis of soft tissue without exposing any patient to radiation.                                                                                                                          
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Introduction 

Medical imaging is a set of techniques used to create 
images of human body. It is widely used for clinical 
purposes. There are different techniques for producing 
medical images such as Magnetic Resonance Imaging 
(MRI), X-Ray, Computed Tomography (CT) and 
Ultrasound. These applications of medical images are 
widely used in diagnosis of disease. Images 
reconstruction or interactive reconstruction is a 
process that is used to reconstruct 2-D and or 3-D 
images from the projection of an object. The goal of 
image reconstruction is to retrieve back the 
information that has been lost or destroyed during 
imaging processing. Medical image reconstruction 
system improves every day. This paper will focus on 

how to improve Ultrasound Images to Tomographic 
(slices) Images. 

Ultrasound imaging (ultrasonography) is based on 
reflection in the human body of acoustic waves with 
frequency higher than 20 kHz, generally ~ 1-20MHz. 
The waves are transmitted and received in an 
ultrasound transducer, based on piezoelectric crystals. 
Signals received are processed and displayed in many 
different ways, resulting in different ultrasound 
modalities, the most important is the 2D image 
produced by B mode. 

Ultrasound imaging plays a crucial and increasing role 
in medicine due to low cost, non-ionizing radiation and 
high temporal resolution [1]. However, recording and 
interpreting images require training. 
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The main parts of ultrasound equipment are the 
ultrasound transducer or probe, the electrical control 
of the probe (including "beam former") and the 
visualization system. 

 

Modalities 

There are different ways to visualize the obtained 
information [2], which may be called ultrasound 
modalities. 

 

A-mode 

A stands for Amplitude and the information of the 
reflected signal in a single ultrasound beam is 
continually displayed distance from the transducer 
and intensity is shown by position and amplitude in a 
line on an oscilloscope. This mode is mainly of 
historical interest, may be rarely used in gynecology or 
ophthalmology. 

 

B-mode 

B stands for Brightness. In this case, A-mode 
information from many beams, typically forming a 
sector in a plane of the body, is shown as pixel 
intensity on a monitor. B mode is often referred to as 
2D, and is the most important modality for anatomic 
assessment and orientation in the body, also for 
localising and as a background for display of other 
information such as Doppler signals. 

 

M-mode 

M stands for motion. This approach is used for the 
analysis of moving organs. It is based on A-mode data 
from a single ultrasound beam that are represented as 
function of time. This does not require a sweep 
through many ultrasound beams which allows for 
high temporal resolution. 

 

Doppler 

Doppler mode exploits the frequency shift due to 
relative motion between two objects [3]. With this 
approach information regarding blood velocity and 
cardiac valves can be obtained. Doppler mode can be 
obtained by continuous or pulsed wave (PW); in 
addition, velocity data can be shown as overlaying 
colour on B-mode images (colour Doppler, power 
Doppler and Tissue Doppler). 

 

CW Doppler 

In continuous wave (CW) Doppler an ultrasound 
beam is sent in a single direction, and Doppler shift in 
the reflected sound is displayed. Since the sound is 

sent continuously there is no way to determine the time 
between emitted and reflected sound, therefore the 
depth where reflection occurs is indeterminate, but this 
modality allows determination of much higher 
velocities at large depth than PW Doppler. 

 

PW Doppler 

An ultrasound probe consists of piezoelectric crystals; 
these emit acoustic waves that propagate into the 
human body and then they receive the echoes generate 
by the analysed interfaces. Array transducers according 
to the way the beam is generated, can be 
linear/curvilinear and phased and they allow a real-
time (i.e. at least 25 frame/sec) display by electronic 
scanning across the analysed volume. Images are 
created by pulse echo technique, used both to produce 
and to detect the signals [2]. The probe is controlled by 
an electrical signal that is converted into a mechanical 
wave; similarly, the received acoustic waves from the 
analysed objects are converted into an electrical signal 
and then processed. The analysed echoes provide 
information regarding the spatial distances among 
objects and about their acoustic impedances [4]. 

The pulse repetition frequency (PRF) is the number of 
pulses transmitted per second. This parameter must be 
set according to the depth of the analysed tissues. In 
fact, the time between two successive pulses should not 
be less than the time it takes for the echo of the first 
pulse to return from the maximum depth we are 
interested in. Generally, in standard clinical applications 
the PRF is in the order of kHz. This parameter is 
obviously related to temporal resolution. 

Before we discuss ultrasonic tomography it should be 
borne in mind that the conventional method of using 
pulse-echo ultrasound to form images is also 
tomographic-in the sense that it is cross-sectional. In 
other words, in a conventional pulse-echo B-scan image, 
tissue structures aren’t superimposed upon each other. 
One may, therefore, ask: Why ultrasonic tomography? 
The answer lies in the fact that with pulse-echo systems 
we can only see tissue interfaces, although, because of 
scattering, there are some returns from within the bulk 
of the tissue. 

Our experiments focus on applying a novel feature-
extraction method for discriminating the fibrosis from 
the in-vivo healthy ultrasound images captured in 
varied imaging conditions. This paper is organized as 
follows: after feature extraction approaches are 
proposed, the pattern reconstruction techniques and 
experimental results follow. Finally, discussion and 
conclusions are presented. 
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Figure 1. Schematic of an ultrasound imaging system (source: 

https://www.slideshare.net/u.surgery/physics-of-ultrasound-imaging) 

 

Materials and Methods 

In this paper, we are only dealing with imaging of 
pelvis structures. Our review here will only deal with 
transmission ultrasound. Recently it has been shown 
theoretically that it is also possible to achieve 
(computed) tomographic imaging with reflected 
ultrasound [5, 6]. Clinical verification of this new 
technique has yet to be carried out. 

Midray DC-3 Ultrasound Machine 

An entry-level cart-based colour Doppler system, DC-
3 would provide you with quality performance within 
the OB/GYN application field. Equipped with 3-D/4-
D imaging technology, it offers high image quality to 
enhance your diagnostic confidence and provide you 
with accurate measurements. It has the following: 

i. USB flash memory 

ii. DICOM 3.0 

iii. Computer for the programming 

iv. USB port to be able to connect to your 
computer. [7] 

The probe is placed at various locations around the 
abdominal region. Scanning by placing the probe 
longitudinal and transverse. At each position, 
ultrasound sweeps are acquired. Current ultrasound 
compound created from six volumetric scans acquired 
with a wobbler probe. 

Image Acquisition 

All ultrasonic images were acquired from through 
MINDRAY DC-3 ultrasound scanner with different 
transducer frequency at Dalhatu Araf Specialist 
Hospital, Lafia. The video signal transferred through 
an I-RGB50 frame grabber to an Ultrasound Report 

System Version 5.0.1 (Kingstar Winning Medical 
Technology Co. Ltd.) and digitized with 768×576 pixels 
and 24 b/pixel RGB. The resultant images are then sent 
to a personal computer for further processing. The 
images are changed into intensity images with 256 gray-
levels. There were total of 3 in-vivo ultrasound images 
in the experiments included a fibrosis images from a 
patient. Since this study addresses the issue of only the 
pelvis identification in different imaging conditions, the 
emission frequency is 2.5, 3.5, 4.5, or 7 MHz, imaging 
depth is 130 mm, and gain (G) varies from 95 to 170. In 
addition, different focus lengths, different TGC and TEI 
(PEN (Penetration), GEN (General)) were also taken into 
consideration. There are several reports that the location 
of the region of interest (ROI) within an image has 
dominant effect on the classification. The tissue samples 
in this experiment were chosen to be as homogenous as 
possible, avoiding major vessels and acoustic 
shadowing is important. As the ultrasound pattern 
exhibits different behaviour along the path of the 
acoustic pulse, and as the lateral speckle pattern is 
strongly depth dependent, the selected region should be 
selected each time near the centre of the image so that 
the distorting effects of the reverberations in the shallow 
parts and the attenuation in the deep parts are avoided. 

 

 

Figure 2. One example of ROI (64 pixels×64 pixels) selection from pelvic ultrasound 

image. 

 

Image Projections and Random Transform 

The basic problem of tomography is given a set of 1-D 
projections and the angles at which these projections 
were taken, how do we reconstruct the 2-D image from 
which these projections were taken? The first thing we 
did was to look at the nature of the projections. 
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Figure 3. The nature of projection 

 

Defining g(θ, s) as a 1-D projection at an angle θ, g (θ, 
s) is the line integral of the image intensity, f(x,y), 
along a line l that is distance s from the origin and at 
angle phi off the x-axis. 

𝒈 𝜽 =  𝒇 𝒙, 𝒚 𝒅𝒍
 

𝒍
     (1) 

All points on this line satisfy the equation: x * sin (θ) - 
y* cos (θ) = s. Therefore, the projection function g (θ, s) 
can be rewritten as 

𝒈 𝛉, 𝒔 =  𝒇 𝒙, 𝒚 𝜹 𝒙𝒔𝒊𝒏𝛉 − 𝒚𝒄𝒐𝒔𝛉 − 𝒔 𝒅𝒙𝒅𝒚 (2) 

The collection of these g (θ, s) at all θ is called the 
Radon Transform of image f (x, y). In order to study 
different reconstruction techniques, we first needed to 
write a (MATLAB) program that took projections of a 
known image. Having the original image along with 
the projections gives us some idea of how well our 
algorithm performs. The projection code is simple and 
we take the image (which is just a matrix of intensities 
in MATLAB), rotate it, and sum up the intensities. In 
MATLAB this is easily accomplished with the 
'imrotate' and 'sum' commands. First, we zero pad the 
image so we don't lose anything when we rotate (the 
images are rectangular so the distance across the 
diagonal is longer than the distance on a side). Then 
we rotate the image 90° degrees (so that the projection 
is lined up in the columns) using the 'imrotate' 
command, and finally summed up the columns using 
the 'sum' command [9]. The performance of this 
program was marginal. We did not bother optimizing 
the code for MATLAB because our main focus was 
reconstructing the images, not taking projections of 
them. 

 

Fourier Slice Theorem 

In order to reconstruct the images, we used what is 
known as the Fourier Slice Theorem. The Slice 

Theorem tells us that the 1D Fourier Transform of the 
projection function g (θ, s) is equal to the 2D Fourier 
Transform of the image evaluated on the line that the 
projection was taken on (the line that g (θ, 0) was 
calculated from). So now that we know what the 2D 
Fourier Transform of the image looks like (or at least 
what it looks like on certain lines and then interpolate), 
we can simply take the 2D inverse Fourier Transform 
and have our original image [9]. 

Considering a parallel beam irradiation optical system 
where the angle between the object and all transmission 
lights equals θ. Here, the numbers in the figure (see the 
numbers within the parentheses) respectively indicate: 
(1) = an object; (2) = the parallel beam light source; (3) = 
the screen; (4) = transmission beam; (5) = the datum 
circle; (6) = the origin; and (7) = a fluoroscopic image (a 
one-dimensional image; pθ(s)). Two datum coordinate 
systems xy and ts are also imagined in order to explain 
the positional relations and movements of features (0)– 
(7) in the figure. In addition, a virtual circle centred at 
the above-mentioned origin (6) is set on the datum plane 
(it will be called “the datum circle” henceforth). This 
datum circle (6) represents the orbit of the parallel beam 
irradiation optical system. In the figure above, X-Y plane 
rotates around the point of origin in the plane in such a 
way “to keep mutual positional relationship between 
the light source (2) and screen (7) passing through the 
trajectory (5).” Rotation angle of this case is defined as θ. 
In the figure set out above, absorption coefficient at a 
cross-sectional coordinate (x, y) of the subject is 
modelled as μ (x, y) [10]. 

 
Figure 4. Fourier slice 

 

We can show the Fourier Slice Theorem in the following 
way: 

The 1D Fourier Transform of g is given by: 

𝑮 𝛉, 𝝎 =  𝒆−𝒋𝝎𝒔𝒈 𝛉, 𝒔 𝒅𝒔   (3) 

Now, we substitute our expression for g (θ, s) (Equation 
2) into the expression above to get 

𝑮 𝛉, 𝝎 =  𝒇 𝒙, 𝒚 𝒆−𝒋𝒘𝒔𝜹 𝒙𝒔𝒊𝒏𝛉 − 𝒚𝒄𝒐𝒔𝛉 − 𝒔 

 (4) 

We can use the sifting property of the Dirac delta 



https://globalmedicalphysics.org/ 

AJMP 2018, Volume 1, Number 1 74  

 

function to simplify to 

 

𝑮 𝛉, 𝝎 =  𝒇 𝒙, 𝒚 𝒆−𝒋𝒘 𝒙𝒔𝒊𝒏𝛉−𝒚𝒄𝒐𝒔𝛉−𝒔 𝒅𝒙𝒅𝒚 (5) 

Now, if we recall the definition of the 2D Fourier 
transform of the function, f,  

𝑭 𝒖, 𝒗 =  𝒇 𝒙, 𝒚 𝒆−𝒋 𝒖𝒙+𝒗𝒚 𝒅𝒙𝒅𝒚  (6) 

we can see that that Equation 5 is just F(u, v) evaluated 
at u = w*sin(θ) and v = -w*cos (θ), which is the line 
that the projection g(θ, s) was taken on. 

Now that we have shown the Fourier Slice Theorem, 
we can continue with the math to gain further insight.  
First, recall the definition for the 2D inverse Fourier 
Transform 

𝒇 𝒙, 𝒚 =
𝟏

𝟒𝝅𝟐  𝑭 𝒖, 𝒗 𝒆𝒋(𝒖𝒙+𝒗𝒚) 𝒅𝒙𝒅𝒚  (7) 

Now, we make a change of variable from rectangular 
to polar coordinates and replace F(θ,w) with G(θ,w) 
we get 

𝒇 𝒙, 𝒚 =
𝟏

𝟒𝝅𝟐  𝑮(𝛉, 𝝎)𝒆𝒋𝝎(𝒙𝒔𝒊𝒏𝛉−𝒚𝒄𝒐𝒔𝛉)  𝝎 𝒅𝝎𝒅𝛉 (8) 

where |w| is the determinant of the Jacobian of the 
change of variable from rectangular to polar 
coordinates.  We now have a relationship between the 
projection functions and the image we are trying to 
reconstruct, so we can easily write a program to do the 
reconstruction. Notice that we have to multiply our 
projections by |w| in the Fourier domain. This product 

𝑸 𝛉, 𝝎 = 𝑮 𝛉, 𝝎  𝝎     (9) 

is called the filtered back projection at angle θ.  If we 
look at Figure 2, we can see that we have a lot of 
information at low frequencies (near the origin), and not 
as much at high frequencies [9]. The MATLAB code for 
the filtered back projections worked very nicely. 

Since we used MATLAB to do the entire image 
processing, we were able to vectorise the computations, 
and cut out the entire inner loop (which is really two 
loops, one for x and one for y). The run times were 
blazingly fast; our algorithm took about two seconds per 
back projection on our image when running on a 
SPARC 5. 

 

 

 

 

Figure 5. Block Diagram of the Processed Method  
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Figure 6. Patientõs scan results after PT test 

 

 

Figure 7. Coloured Doppler interrogation was introduced to image at ROI. 

 

      

 
Figure 8. Image slices from figure 6 from area ROI using MATLAB. 
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Results  

The experiment shows the results of ultrasound 
tomography from figure 5, which shows the block 
diagram of the processed image presents an image of 
pelvic ultrasound scan. The patient came in with serve 
lower abdominal pain. During the examination, a 
mass is seen where the sonographer suspects either an 
ovarian cyst or foetus. In this case, the probe is rotated 
or placed at different angles similar to the image 
shown in figure 5. In this study, two sub images of 64 
×64 pixels were selected. In patients with ectopic 
foetus, after the scan patient went for urine PT test, 
which gives positive results, the final diagnosis was 
confirmed by serum PT given negative result. 

 

Slice Target the Reconstruction 

The image was imported into MATLAB for projection 
process. The code is presented as follows: 

 

function  importfile(fileToRead1)  

%IMPORTFILE(FILETOREAD1) 

%  Imports data from the specified file  

%  FILETOREAD1:  file to read  

%  Auto - generated by MATLAB on 03 - Nov- 2017 

19:50:13  

% Import the file  

rawData1 = importdata(fileToRead1);  

  

% For some simple files (such as a CSV or 

JPEG files), IMPORTDATA might  

% return a simple array.  If so, generate a 

structure so that the output  

% matches that from the Import Wizard.  

[unused,name] = fileparts(fileToRead1); %#ok 

newData1.(genvarname(name)) = rawData1;  

  

% Create new variables in the base workspace 

from those fields.  

vars = fieldnames(newData1);  

for  i = 1:length(vars)  

    assignin( 'base' , vars{i}, 

newData1.(vars{i}));  

end  

 

Feature parameters extracted from ROIs (regions of 
interest) (32 pixels X 32 pixels) in the image included 
variance of pixel values, due to its qualitative, 
subjective and experience based nature, computerized 
ultrasound diagnosis has a lot of applications in pelvis 
examination and a lot of method for identification of 
ectopic pregnancy. The existing methods were all 
standardized for the scanner to ensure the fidelity of 
the tissue characterization procedures because the 
attenuation of ultrasonic waves depends mainly on 
the emission frequency, and machine settings such as 
time gain compensation (TGC), tissue enhanced 
imaging (TEI), focus, and gain (G), can change the 

overall images [10]. 

A colour Doppler can be applied to identify cardiac 
activity as shown in figure 7 above but in this case, 
neither obvious cardiac activity nor colour flow were 
seen. The image was finally reconstructed and arrived 
with these results or images. 

 

Discussion  

When diffraction effects can be ignored, ultrasound 
tomography is very similar to X-Ray tomography. In 
both cases, a transmitter illuminates the object and a 
line integral of the attenuation can be estimated by 
measuring the energy on the far side of the object. 
Ultrasound differs from x-rays because the propagation 
speed is much lower and thus it is possible to measure 
the exact pressure of the wave as a function of time. The 
first such tomograms were made by Greenleaf et al. [11, 
12], followed by Carson et al. [13], Jackowatz and Kak 
[13] and then Glover and Sharp [14]. 

It is clear that in computerized tomography it is 
essential to know the path that a ray traverses from the 
source to the detector. In X-Ray and emission 
tomography these paths are straight lines (within limits 
of the detector collimators), but this is not always the 
case for ultrasound tomography. When an ultrasonic 
beam propagates through tissue, it undergoes a 
deflection at every interface between tissues of different 
refractive indices based on the work of Carson et al. 
[15]. 

The ultrasound scanners in use can be adjusted to be 
optimal to different clinicians, so the scanning 
frequency and machine settings sometimes can greatly 
influence some images captured and impact further the 
automatic classification result. The fibrosis identification 
results using the method explained and the entropies of 
the texture edge co-occurrence matrix are encouraging 
because both the size and distribution of lobular 
structure of the pelvic are all taken into consideration. 
More work should be done to optimize this method for 
diagnosis of complex lesions. Furthermore, as each 
sample of 64 ×64 pixels has to be chosen carefully with 
the assistance of the physician, an automatic selection 
method for dataset should be developed. By assuming 
integration path can be approximated by a straight line, 
the maximum error in the integration path is 0.25 mm. 

A development of multiple transducer is advices of 
creation of new machine with structure similar to x-ray 
computed tomography where the sound waves will go 
round the body will come up it better, more accurate 
results. 
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Conclusion 

Although the image above is GYN case but yet the 
reconstruction of Figure 6 shows the resolution that is 
possible with this method to achieve more than what 
it is expected. Work that is more experimental is 
needed to show the viability of this method in human 
patients. Clinical verification of this new technique 
has yet to be carried out. The method enables to 
acquire a much larger amount of information and 
resolution. Based on the results, it is anticipated that 
ultrasound tomography may contribute to the 
creation of a new standard of diagnosis of soft tissue 
without exposing any patient to radiation. 

Future exploration of this study could be achieved 
with the use of the last toolbox for high performance. 
ASTRA is a MATLAB toolbox developed by Minds 
Vision Lab, found in the most resent MATLAB. A 
large number of reconstruction algorithms are 
available through TomoPy and ASTRA toolkit, 
including FBP, Gridec, ART, SIRT, SART, BART, 
CGLS, MLEM, and OSEM. Recently the ASTRA 
toolbox has been integrated in Tomopy framework 
[16, 17]. 
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